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Abstract 

Nowadays, real-time information is very 
important and learning based human motion has 
fascinated range from detection to tracking state in 
Computer Vision. In this system, the real-time videos 
are used to detect, track, and classify object or events in 
order to understand a real-world scene. Video based 
real time human motion detection and tracking is a 
complex and challenging task due to variation in 
human pose, shape variation, illumination changes 
and background appearance. A real-time mechanism 
is to detect the person and their moving within an 
environment from the video camera. This paper 
proposes human motion detection from video 
sequences. The proposed method includes three stages: 
human detection, motion tracking and accuracy result 
based on learning approach. The result is to become an 
efficient detection system for real-time human motion. 
Motion detection and tracking is determined by using 
Histogram of Oriented Gradients (HOG) feature 
extractor and Support Vector Machine (SVM) detector 
with learning human pattern which is well performed 
human detection and tracking in video sequences. 
Detailed analysis is carried out on the performance 
and accuracy of the system with the various test videos 
to show the results. The experimental results 
demonstrate the efficiency of the method 
Keywords: Human detection, Histogram of Oriented 
Gradients (HOG), Support Vector Machine (SVM) 
 
1. Introduction 

Real-Time human motion detection, tracking 
and activity recognition is one of the most important 
system in computer vision. It interprets visual 
information from the surrounding environment. 
Human detection system can improve system’s 
performance in fields such as security, safety, human 
activity monitoring in many environments. Detection 
of human from an image or video is an important step 
in human motion analysis due to the numerous 
variations of the human postures and the complexity of 
the surrounding environment. Object detection method 
can be organized into learning method approach and 

template method approach. [7] In the learning 
method, object features are obtained from training 
using positive or negative samples. In the template 
method, objects are expressed with templates and 
object detection process becomes to find the best 
matching result from an input image. The templates 
can be represented as intensity, shape and color 
image of the objects. Templates using geometric 
shapes are suitable for tracking objects because 
whose pose is not varied during tracking. Some of the 
templates are often seem too specific and less of 
generalization because the object is varied its location 
with respect to its background and illumination 
changes [6]. And people interact with each other, 
overlapping groups and may move in different 
directions. This requires a well-defined method 
which manages the different motions, different 
situations without being influenced by changes of 
environment features. To overcome changes in the 
environment monitoring by the system is required.  
The propose system is described based on adaptive 
background model and a robust human full-body 
model that without being altered by illumination 
changes such as sunny, rainy, windy, etc. And, the 
object is processed on a gray level to enhance picture 
quality. Then it is processed on a high level. Our goal 
is to develop a robust and efficient approach to detect 
and track for human. Figure 1 shows an example of 
human detection and tracking result. 

 
Figure 1: Example result of human detection and 

tracking 
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This paper is arranged as follow: Section 2 
describes related work. Section 3 expresses 
processing stages for the detection of human motion. 
Section 4 shows human motion tracking. In session 5 
describes experiment and accuracy results in detail. 
Session 6 presents the conclusion and future work. 
 

2. Related Work 

There are many approaches for learning based 
object detection using different features such as color, 
shape and texture or different methods. Basically 
color, texture and shape have been used to get good 
results and different methods have been proposed for 
human motion detection and tracking. Ismail 
Haritaoglu et al. [2] proposed 2D body modeling using 
silhouette boundaries shape-based analysis and 
dynamic appearance model defined on centroid, major 
axis, contour of its boundary. The real-time videos are 
captured by using an infrared camera. It can detect 
single person, multiple people, carrying different 
things, but color cues didn’t use in this system. Viola 
et al. [9] described combination of image intensity 
information and appearance of motion information. 
They trained and tested with dynamic and static 
human motion pattern using Cascade classifier. But, if 
less than (20 x15) pixel window, it cannot detect 
human motion.  N. Dalal and B. Trigs [5] proposed 
HOG feature extraction process for human detection. 
Detection process is based on the contrast of silhouette 
shape on background. It also described overlapping 
area for human detection. J. Grahn and H. Kjellstrom 
[3] stated the problems of classifying the different size 
of image patterns in video sequences. It used Linear 
Spatial-Temporal difference filters and SVM to detect 
human motion, but some problems are the person is 
walking away from the camera and between two 
humans can occur false positive state.  Our approach 
continues this work also contain with different data 
that using human motion patterns to detect more 
robust system in our environment.  

 
3. Human Motion Detection 

Detection of human from an image or video is 
a crucial step in many application areas. The system 
takes monocular sequences of a scene and identifies 
the moving objects that are human or non-human. 
Object detection is defined as to discover and identify 
the existence of objects in the defined-class.  

Object detection can be achieved by building a 
representation of the scene called the background 
model and then finding deviations from the model for 

each incoming frame. Any significant change in an 
image region from the background model signifies a 
moving object. The human detection is formulated as 
follows: given the image IW of a detection window 
W, determine whether the window contains a human 
or not by evaluate the following conditional 
probability as in (1) 
																								𝑃(𝐻𝑢𝑚𝑎𝑛\𝐼,) ≥ 𝜃                        (1) 

 
 Where θ is a threshold. 
 
3.1 Background Subtraction  

The background subtraction is a widely used 
approach for moving objects in videos. It involves 
absolute difference between current image and 
reference frame updated background over a period of 
time. This reference frame is called as background 
image. The background image is nothing when the 
representation of the scene with no moving object. 
The reference image needs to be updated regularly 
that it must adjust to the fade motion due to the 
leaves of the trees, water flowing, flag waving in the 
wind and other different variations. 
 
3.2 Foreground Region Extraction 

Foreground region extraction is to discriminate 
foreground regions from background area to detect 
any moving object. A natural approach is to segment 
those regions of the image that are moving relative to 
the background. The system makes a model of the 
background image over time. Those pixels with near 
zero are defined as background and other pixels with 
a larger result are defined as foreground. For any 
given video frame, the system subtracts background 
image pixels from the detected region. The 
background of the moving pixel is defined by using 
the probability density function (pdf) that expressed 
as in (2). 
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The pixel is regarded as a foreground pixel if 	
Pr (xt)≤ th and a pixel is regarded as a background 
pixel if Pr (xt)> th. An example of step by step 
background subtraction procedures are shown in 
Figure 2 and 3. After background subtraction and 
thresholding to obtain binary image, a region of 
interest is extracted and representing a moving 
person. After that morphological filtering is 
performed to reduce noise and shadow effects. Each 

	(2)	
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image is normalized to represent in the form of a row 
vector such that the dimension of the vector is equal 
to number of pixels in the image. This algorithm is 
simple, efficient, and easy to implement. 

 
 

 

 
Figure 2: (a) Original image, (b) Background, (c) 
and (d) describe the correspondence foreground 

region with different frames 
 

 
Figure 3: The result of foreground extraction 

using Background Subtraction algorithm based on 
Gaussian Mixture Model 

 
3.3 Human Motion Learning Model 

The learning of human motion from training 
examples have already been successfully exploited 
for parameterized motion estimation and activity 
recognition [1]. Similarly, we learned model for full-
body human motion from training examples operated 
on motion captured data. Here we operated different 
appearance of human motions. Human Motion relies 
on the probabilistic generative models learned by 
training examples [11]. 

For example, a given human motion model M, 

θ(M) denotes the related view angle, NB(M) be the 
number of normal vectors and B(M)={Bk(M), k∈ {1, 
NB(M)}} the eigenvectors for the human motion. 
Then, we defined a phase as φ and a magnitude as γ, 
the system generates corresponding to the human 
motion model is computed by (3). Human motion 
learning model with different view angles are shown 
in Figure 4.  
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Figure 4: Human motion model with different 

view angles 
 

The performance of real-time detection and 
tracking system in human motion depends on 
configuration of learning model and its ability to 
detect feature of moving objects (such as color, 
shape, contour, geometric pixel values, wavelets, etc.) 
in the observed environment.  

 To reduce the error detection rate, we 
employed cascade classifier [10] where each stage 
classifies different position and scale in the frame as 
“human” or “non-human”. Figure 5 shows the stages 
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of Cascade Classifier. If a sample has not contained a 
human being, it is thrown out immediately, saving 
valuable execution time for other samples. Samples 
that pass through all stages are considered to contain 
humans and the video frames with camera position, 
noise removal stage, low resolution and different 
illumination changes to detect true positive results. 
The examples of true positive and false positive results are 
shown in Figure 6.   
   

        
             

Figure 5: The stages of Cascade Classifier 
   

               
 
Figure 6: The examples of true positive and false 

positive results 
 
4. Human Motion Tracking 

The main goal of the motion tracking is to 
determine when object is entering in the scene. That 
motion region is a foreground region that has a 
difference between the current frame and previous 
frame more than a specified threshold. Each motion 
region is cluttered into the object. Each object is 
classified and become the template. We use this 
template to track the corresponding object in the next 
frame. The aim of object tracking is to find moving 
object in a frame extracted from video input. An 
object tracking system consists of three steps: object 
extraction, object recognition and tracking.  

 The task of a defined object tracker is to 
search region and identify them in each frame. In 
video sequence, an object is said to be as a motion 
with frame, it is changing its location with respect to 

its background. And then tracking algorithm is 
applied to estimate the position of each object. This 
system gives a high precision detection and tracking 
for moving object concerned with variation of 
appearance such as the presence of noise in 
foreground image, different poses in human, and 
changes of size, shape and scene in indoor or outdoor 
environment. 

 
4.1  Feature Extraction 

The main role of feature extraction is to 
transform visual information into the vector space 
which is used in computer vision. Because of the 
input image has comprised extra information that is 
not necessary for classification. We can find features 
that are more reliable for the system. The system uses 
HOG feature extraction algorithm which converts an 
image of fixed size to a feature vector of fixed size. 
This technique computes the flow of gradient 
orientation in localized portions of an image. 

 The image gradients are described by the 
gradient vectors that are associated with the gradient 
magnitude. Then, we apply mask patterns to calculate 
the auto-correlations of gradient vector which is 
weighted by the gradient magnitude. The system is 
scaling and normalizing the image to a standard size 
object. Extracted spatial information combined with 
the features in time domain that represent the 
trajectory of tracked object. In HOG feature 
extraction, 1st order differential coefficients are 
computed by (4). 
 

                   
 
𝑤ℎ𝑒𝑟𝑒	𝑓 𝑖, 𝑗 𝑚𝑒𝑎𝑛𝑠	𝑙𝑢𝑚𝑖𝑛𝑎𝑛𝑐𝑒	𝑎𝑡	(𝑖, 𝑗) 
 
The magnitude of the gradients m and the direction θ 
are computed respectively in (5) and (6) 
 

          
 
After that, it can be normalized with(7) 
                            
                        𝑣 = XY

XY Z[
       	

                            
 
where Vk is the vector corresponding to a combined 
histogram for the block, ε is a small constant, and  v 

	(4)	
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(6)	

	(7)	
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is the normalized vector, which is a final HOG 
feature. The example results of HOG features 
extraction are shown in Figure 7. 
    

 
Figure 7: The example results of HOG 

features extraction 
 

4.2  Learning with SVM 

The system used a Histogram of Oriented 
Gradients (HOG) feature extractor to generate feature 
vectors. The generated feature vectors are classified 
with Support Vector Machine [4, 8]. The learning a 
binary classifier can be expressed as that of learning  
function g : Rn → ±1 that maps patterns x onto their 
correct classification y as y = g(x). In the case of 
SVM, the function g takes the form in (8)        	
                	

             𝑔(𝑥) = 𝑦D𝛽D𝑘(𝑥, 𝑥Db
DE5 ) + 𝑎 

 
where (xj,yj) is training pattern j with its 
classification, n is the number of training patterns, β 
and a are learned for weights, and k is a kernel 
function with (9) 
	

                𝑘 𝑥, 𝑥D = 𝑒
= e=e:

79;  
 
 
Here, the patterns for which βj > 0 are denoted as 
support vector. 
The surface g(x) = 0, it is defined a hyperplane 
through the feature space by the kernel while the 
distances from this hyperplane to the support vectors 
are maximized as(10) 
 

𝐿g = 𝛽D −
1
2

𝑦F𝑦D𝛽D𝛽D𝑘(𝑥F

b

DE5

b

FE5

, 𝑥D

b

DE5

)	

 
In our system, we tested a number of sample videos 
using the different appearances of human motion 
based on indoor and outdoor environments. 

 
5. Experiment Results  

The results obtained in the implementation are 
shown in this section by using KTH dataset consists 
of 600 videos. The videos' frame rate are 25fps and 
their resolution is 160x120. The true positive results 
of the detection algorithm are presented and showed 
the tracking conditions, in which the approach works 
reasonably well as described in Figure 8. Some false 
detection and tracking results are shown in Figure 9. 

 

 

 
Figure 8: Example of detection and tracking 

results 
 

 
   

Figure 9: Example of some false detection and 
tracking results 

 
5.1 Performance Evaluation 

The video data sequences are split into training 
and testing sequences where 50% is used for training 
set and next 50% for testing set. The same person is 
never present in both training and testing sequences. 
From the training sequences, 174 positive and 126 

(8)	

		
(10
)	

(9)	
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negative examples are extracted and positive and 
negative features are used to train with SVM. Better 
results have been obtained, but occurred false 
positive between humans when multiple humans 
walk in close proximity to each other. Other false 
negative classifications are found when unrelated to 
any occurrences of humans. Performance score are 
measured by using Cross-validation method. The 
accuracy is expressed in Figure 10 and Figure 11 
shows performance score that may be the range of 
Cross-validation score.  
 

 
Figure 10: Accuracy result on training and testing 
 

 
Figure 11: Performance evaluation score on 

experiment 
 
6. Conclusion and Future Work 

In reality, real-time information is very 
important and require an efficient detection and 
tracking method for human motion in order to know a 
real-world scene. There are many challenges 
concerned with different variation in human pose, 
shape, illumination changes and background 
appearance. In this paper, the system is implemented 
by using Histogram of Oriented Gradients feature 
extractor and Support Vector Machine detector with 
learning human pattern approach. The experimental 
results have been concluded that the method have a 
big dependency with different backgrounds, camera 
calibration and illumination changes. We trained and 
tested video data on different changes that are 

significantly increased the detection and tracking rate 
of our results. 

 Future research directions will continue 3D 
reconstruction for moving object to provide real 
scene of human motion detection, tracking and 
activity recognition system. 
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